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Abstract

Background: Stock price forecasting assists investors to anticipate risks and opportunities in making prudent investments and maximizing returns.

Objective: This study aims to identify the most accurate model for stock forecasting.

Methods: This paper utilized the daily closing stock price of Unilever Indonesia, Tbk (UNVR) from January 1, 2018 to July 31, 2022. Double Seasonal Autoregressive Integrated Moving Average (DSARIMA), was utilized in this study. Mean Absolute Scaled Error (MASE) and Median Absolute Percentage Error (MdAPE) are used to compare forecasting accuracy.

Results: Following conducting each model, we assessed that the best models are DSARIMAX (0,1,4) (3,1,0)²₅₃, regarding MASE and MdAPE corresponding to approximately 1.423 and 0.111. The scope of this study has limitations to a test set for one-month forecast periods.

Conclusion: As stock prices rise, investors require precise forecasts. Models of forecasting must perform well. This analysis shows how the DSARIMA generate forecasts stock prices more accurately. This investigation evaluated the closing stock price of UNVR. Both MASE and MdAPE assess prediction. After analyzing each model, DSARIMAX (0,1,4)(3,1,0)²₅₃ has the lowest MASE and MdAPE values, 1.423 and 0.111, respectively. The procedure lasted one month. Research may combine forecasts and improve their accuracy.
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Abstrak

Latar Belakang: Peramalan harga saham dapat membantu investor untuk mengantisipasi risiko dan peluang dalam investasi dan memaksimalkan pengembalian.

Tujuan: Tujuan dari penelitian ini adalah untuk mendapatkan model terbaik untuk peramalan saham.

Metode: Penelitian ini menerapkan harga saham penutupan harian Unilever Indonesia, Tbk (UNVR), dari 1 Januari 2018 hingga 31 Juli 2022 dengan metode double seasonal autoregressive integrated moving average (DSARIMA). Mean Absolute Scaled Error (MASE) and Median Absolute Percentage Error (MdAPE) digunakan untuk membandingkan akurasi peramalan.

Hasil: Setelah dilakukan peramalan menggunakan masing-masing model, model terbaik yang kami dapatkan adalah DSARIMAX (0,1,4) (3,1,0)²₅₃ yang memiliki MASE dan MdAPE masing-masing sebesar 1,423 dan 0,111. Penelitian ini dibatasi testing data adalah satu bulan.

Kesimpulan: Ketika harga saham naik, investor membutuhkan ramalan yang tepat. Model peramalan harus berkinerja baik. Analisis ini menunjukkan bagaimana DSARIMA menghasilkan peramalan harga saham yang lebih akurat. Investigasi ini mengevaluasi harga penutupan saham UNVR. Baik MASE dan MdAPE menilai prediksi. Setelah dilakukan analisis terhadap masing-masing model, DSARIMAX (0,1,4)(3,1,0)²₅₃ memiliki nilai MASE dan MdAPE terkecil, masing-masing sebesar 1,423 dan 0,111. Penelitian dapat menggabungkan peramalan dan meningkatkan keakuratannya.

Kata kunci: Double SARIMA, Forecasting, MASE, MdAPE, Stock.
INTRODUCTION

Stocks play a significant role in the modern financial environment, providing as an essential channel for investment, asset creation, and business growth. Individuals have the potential to accumulate capital through the purchase of stocks. They enable investors to gain benefits from appreciation in capital and dividends, and also engage in the accomplishments of businesses. International capital flows are facilitated by stock markets, which contribute to global integration. They facilitate the participation of foreign investors in the expansion of international economies, thereby nurturing economic interdependence.

The market’s interest in Unilever (UNVR) stock is intense. This is because UNVR stock have a favorable reputation for quality and the products are readily accessible. In addition, UNVR stocks are defensive (movement-stable) stocks. In recent years, the stock price of UNVR has declined. The decline was attributable to a decline in home and personal care (HPC) segment earnings. Despite the fact that this segment will account for over 67% of total annual revenue in 2021, it will continue to decline. In addition, COVID 19 and market competition have an impact on the business. Stock prices fluctuate erratically on a daily basis, necessitating investors to conduct technical analysis to reduce their risk exposure. Forecasting future fluctuations in is a strategy for mitigating this risk.

The importance of stock forecasting in current volatile financial markets cannot be overstated. Forecasting future price movements and trends enables investors and traders to make informed decisions. It provides insightful information that facilitates the making of informed investment decisions. Therefore, it can acquire an increased comprehension of the behaviour of stocks, leading them to reach more thoughtful conclusions. It assists investors by discovering prospective victors, preventing poor investments, and optimising portfolio composition. Furthermore, it plays an important role in decision-making activities (Khoiriyah and Cahyani, 2022).

Forecasting of future stock price can be done by time series analysis (Rifai, 2019). Time series analysis is an approach used to forecast future values based on historical data (Silfiani and Lembang, 2023). The autoregressive integrated moving average (ARIMA) model is one of the most common and well-known time series analyses and its enhanced applications have provided excellent accuracy in forecasting in a wide range of domains (Li, Wu, and Liu, 2023). Numerous fields that applied ARIMA in forecasting are unemployment rate (Yamacli and Yamacli, 2023), oil production (Ning, Kazemi and Tahmasebi, 2022), daily reservoir inflow (Gupta and Kumar, 2022) and stock price (Hayati and Ulama (2016) and Putri and Setiawan, (2015)). ARIMA is frequently employed because its application and interpretation are simple (Perone, 2020). Furthermore, ARIMA model have some extensions that accommodate seasonality in the time series data.

The Double Seasonal Autoregressive Integrated Moving Average (DSARIMA) is an extension of the ARIMA model that incorporates two seasonal periods. Several studies on the DSARIMA model, especially on electrical load data, have been conducted (Mohamed, et al., 2010 and Dinata et al., 2020). The findings of the investigation indicate that the double seasonal ARIMA model is a good model for forecasting (Mohamed, et al., 2010). Furthermore,
Moño, Soeprijanto and Suharto (2018) also applied DSARIMA for Electrical Power Demand Forecasting. The best model for forecasting the data is the DSARIMA \([1,2,7,16,18,35,46],[1,3,13,21,27,46]\) \((1,1,1)_{336}\) with MAPE is 2.06%.

Stock market prices change over time and sometimes have seasonal patterns (Rahmadianto, Lesmana and Budiarti, 2022). Therefore, this study applied double seasonal autoregressive integrated moving average approach in UNVR stock price in order to forecast future stock price changes.

**METHOD**

**Research Design**

The research design in this research follows as Figure 1.

**Research Subjects**

The dataset in this research are UNVR, a stock from PT Unilever Indonesia Tbk. It produces, sells, and distributes household goods in Indonesia. The business provides soaps, detergents, dairy products, ice cream, savoury snacks, soy sauce, cosmetics, tea, and fruit juices. Unilever Indonesia Tbk is a subsidiary by Unilever PLC.

**Data Analysis Technique**

We applied DSARIMA is a variation of the autoregressive integrated moving average (ARIMA) to construct forecasting model. In addition, we calculated mean absolute scaled error (MASE) and median absolute percentage error (MdAPE) to evaluate forecasting measurement accuracy. The explanation about DSARIMA and forecasting measurement accuracy as follows as:

DSARIMA is a variation of the Autoregressive Integrated Moving Average (ARIMA) that includes two seasonal periods. The seasonal model’s orders imply that there are of two seasonal changes in the observed data. In general, DSARIMA model denotes by \(\phi(p), \theta(q)\) \((1)\) (Dinata, et al., 2020).

\[
Z_t = \frac{\theta_0(B)\theta_1(B^5)\theta_2(B^5)\phi_1(B^5)\phi_2(B^5)(1-B)^d(1-B^s_1)^D_1(1-B^s_2)^D_2}{\phi_p(B)\phi_q(B^s_1)\phi_r(B^s_2)}
\]

where:

- \(\phi_p(B^{s_1}) = 1 - \phi_1B^{s_1} - \phi_2B^{2s_1} - \ldots - \phi_pB^{ps_1}\) is a component of first seasonal autoregressive,
- \(\phi_p(B^{s_2}) = 1 - \phi_1B^{s_2} - \phi_2B^{2s_2} - \ldots - \phi_pB^{ps_2}\) is a component of second seasonal autoregressive,
- \(\phi_p(B) = 1 - \phi_1B - \phi_2B^2 - \ldots - \phi_pB^p\) is a component of nonseasonal autoregressive,
- \((1 - B)^d\) is a nonseasonal differencing,
- \((1 - B^s_1)^D_1\) is a seasonal differencing,
- \((1 - B^s_2)^D_2\) is a second seasonal differencing,
- \(\theta_q(B) = 1 - \theta_1B - \theta_2B^2 - \ldots - \theta_qB^q\) is a component of nonseasonal moving average,
- \(Z_t\) is a closing stock price at \(t\)-th period,
- \(\theta_0(B^{s_1}) = 1 - \theta_1B^{s_1} - \theta_2B^{2s_1} - \ldots - \theta_0B^{qs_1}\) is component of first seasonal moving average and
- \(\theta_0(B^{s_2}) = 1 - \theta_1B^{s_2} - \theta_2B^{2s_2} - \ldots - \theta_0B^{qs_2}\) is a component of the second seasonal moving average.
The same techniques as non-seasonal ARIMA apply to the construction of DSARIMA. Box and Jenkins created ARIMA using four processes, namely identification, estimate, diagnostic testing, and forecasting (Hyndman and Koehler, 2006). Through model identification, data series features including such seasonality and stationarity are discovered (Bowerman, O’Connell and Koehler, 2005). Applying model estimation, we may estimate the DSARIMA parameters. Thirdly, diagnostic checking is used to examine the white noise and normality distributions of residuals. The authors have considered outliers in the DSARIMA model if the residuals do not follow to a normal distribution. In time series, Additive Outliers (AO) and Level Shifts are two types of outliers (LS). In general, the DSARIMA model with outliers follows (2) (Bowerman, O’Connell and Koehler, 2005).

\[ Z_t = \sum_{j=1}^k \alpha_j v_j(B) I_j(T) + \theta_1 \phi_1(B) \theta_2 \phi_2(B) = 1 \]

where \( I_j(T) \) is an outlier at period \( T \), and \( v_j(B) = 1 \) is for AO, \( v_j(B) = \frac{1}{1-B} \) is for LS. If seasonal double SARIMA satisfies all of the assumptions, then we can develop a forecasting.

To measure accuracy performance of the forecasting model, we applied MASE and MdAPE. The MASE and MdAPE can be expressed as (3) and (4) as follows:

\[
MASE = \left( \frac{\sum_{j=1}^T |Z_j - \hat{Z}_j|}{\sum_{t=1}^{T-1} (Z_t - Z_{t-1})} \right) \tag{3}
\]

\[
MdAPE = med \left( \frac{|Z_t - \hat{Z}_t|}{|Z_t|} \right) \tag{4}
\]

RESULT AND DISCUSSION

Unilever (UNVR) closing prices on weekdays are gathered. Each week, we have five data points. The central tendency and dispersion of the dataset are determined using the mean and standard deviation. According to Table 1, the largest and smallest annual averages for UNVR from 1 January 2018 to 29 July 2022 are IDR 9447.5 and IDR 4205, respectively. In 2018 and 2021, the largest and smallest standard deviations were IDR 850.7 and 1123.7, respectively. Table 1 also indicates that 253 observations are made each year.

The construction of a DSARIMA requires four phases. These processes include identification, estimation, diagnosis, and forecasting. Stationarity and seasonality were detected throughout the identifying process.

Table 1. Descriptive statistics of Unilever daily closing stock price.

<table>
<thead>
<tr>
<th>Year</th>
<th>N</th>
<th>Mean</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>261</td>
<td>9447.5</td>
<td>850.7</td>
</tr>
<tr>
<td>2019</td>
<td>258</td>
<td>9157.8</td>
<td>516.2</td>
</tr>
<tr>
<td>2020</td>
<td>242</td>
<td>7815.2</td>
<td>508.3</td>
</tr>
<tr>
<td>2021</td>
<td>247</td>
<td>5369.2</td>
<td>1123.7</td>
</tr>
<tr>
<td>2022</td>
<td>137</td>
<td>4205</td>
<td>582.4</td>
</tr>
</tbody>
</table>
Given the nonstationarity and seasonality of the time series data depicted in Figure 2a, UNVR is currently demonstrating a declining trend. On the basis of data features, it is anticipated that UNVR has two types of seasonality, namely weekly and annual seasonality, with 5 (5 days in a week) and 253 days, respectively (253 days in a year). In addition to examining the mean stationarity, we also analyzed the variance stationarity. We found that neither the mean nor the standard deviation of the UNVR was constant (Figure 2b). Figure 2 demonstrates that the autocorrelation function lacks a lag, indicating that UNVR is a nonstationary process (c). To solve this issue, we created the nonseasonal differencing of \( d=1 \) and the double seasonal differencing of \( D_1=5 \) and \( D_2=253 \).

After establishing that the data fulfill the stationarity constraints for mean and variance, the pattern of the Autocorrelation Function (ACF) and Partial Autocorrelation Function will be employed to determine the order of DSARIMA. It is possible to construct orders for DSARIMA utilizing the seasonal ARIMA calculation approach based on ACF and PACF. The procedure proposed by Bowerman, O’Connell, and Koehler (2005) would be used to achieve the same outcome.

Figure 2 (d) show that lag of ACF cut off in lag 1, 2, 3, 4, 5, 122, 123, 127, 128, 248, 253, and 258. In addition, Figure 2 (e) show that lag of PACF cut off in lag 1, 2, 3, 4, 5, 10, 15, 120, 123, and 248. We construct the initial models DSARIMA \((4,1,0)(3,1,0)_{5}^{253}\), DSARIMA \((0,1,4)(0,1,1)_{5}^{253}\), and DSARIMA \((4,1,0)(0,1,1)_{5}^{253}\) based on the ACF and PACF patterns in Figure 2 (d) and Figure 2 (d). The estimate phase determines the values of the DSARIMA parameters and examines the significance of each parameter.
using the t-test. We used conditional least squares to estimate the DSARIMA parameters, and we set the significance level (\(\alpha\)) at 5% to determine whether or not the parameters were significant. If one or more parameters do not pass the t-statistic test, the model must be reconstructed until each parameter passes the test. The subsequent step is the diagnostic testing phase. It is used to examine white noise and the normal distribution of DSARIMA's residual. We applied the Ljung-Box test and the Kolmogorov-Smirnov distribution test with a significance threshold (\(\alpha\)) of 5% in order to examine the white noise and normality distributions of residuals.

Consider that the residual does not fulfil the white noise assumption until lag 60. In such a circumstance, the model must be reconstructed, and the estimation process must be repeated until all parameters and the white noise criterion are fulfilled. If the residual distribution is not normal during this phase, additional actions such as outlier detection will be required. Frequent outliers prevent the residual from satisfying the requirements of the normal distribution. In order to confirm that the residuals have a normal distribution, it is necessary to include the outliers into the model.

Table 2. DSARIMA model of UNVR

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Outlier</th>
<th>Significant Parameter</th>
<th>Diagnostic checking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level Shift</td>
<td>Additional Outlier</td>
<td>White Noise Test</td>
</tr>
<tr>
<td>DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) (^{253})</td>
<td>18</td>
<td>13</td>
<td>Satisfied</td>
</tr>
<tr>
<td>DSARIMAX ([19],[1,4]) (2,1,1) (^{5}(1,1,0)) (^{253})</td>
<td>17</td>
<td>13</td>
<td>Satisfied</td>
</tr>
</tbody>
</table>

Table 2 shows that there are two models of DSARIMA that satisfied all the test, i.e., DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) \(^{253}\) and DSARIMAX ([19],[1,4]) (2,1,1) \(^{5}(1,1,0)\) \(^{253}\). The letter ‘X’ in each of these two models indicates that there are outliers in the data. The DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) \(^{253}\) has 31 outliers, which is 18 level shift outliers and 13 additional outliers. Meanwhile DSARIMAX ([19],[1,4]) (2,1,1) \(^{5}(1,1,0)\) \(^{253}\) has 30 outliers, which is 17 level shift outliers and 13 additional outliers.

Table 3. Summary DSARIMA of UNVR

<table>
<thead>
<tr>
<th>Model</th>
<th>Forecasting Accuracy Measurement</th>
<th>MASE</th>
<th>MdAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) (^{253})</td>
<td>1.423</td>
<td>0.111</td>
<td></td>
</tr>
<tr>
<td>DSARIMAX ([19],[1,4]) (2,1,1) (^{5}(1,1,0)) (^{253})</td>
<td>1.485</td>
<td>0.119</td>
<td></td>
</tr>
</tbody>
</table>

According to Table 3, the DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) \(^{253}\) demonstrates the most successful performance in terms of prediction. It is the most promising model since it has the lowest value for all metrics of accuracy prediction. Meanwhile, the model with the lowest predictive performance is DSARIMAX ([19],[1,4]) (2,1,1) \(^{5}(1,1,0)\) \(^{253}\).

CONCLUSION

As the stock market and stock prices gain greater significance, investors are going to need to construct forecasting models that are precise. It is crucial to have forecasting models that have a high-performance forecasting. This study aims to determine which DSARIMA form best forecasts stock prices. This investigation used UNVR's daily closing stock price from January 1, 2018 to July 31, 2022. MASE and MdAPE can be utilized to assess predictive performance. After evaluating each model, we discovered that DSARIMAX (0,1,[4]) ([3],[1,1],[1,0]) \(^{253}\) had the best...
MASE and MdAPE values, 1.423 and 0.111. This study utilizes a test set with one-month projected horizons. Further research may involve combining or hybridizing forecasts to boost forecasting performance.
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